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Abstract 
 
In 1998, I published a paper that showed that under a wide range of specifications, residential 
investment led GDP, while non-residential investment did not.  That papers was followed by a 
number of others, including Coulson and Kim (2000), Davis and Heathcoate (2005) and Leamer 
(2007) that used more sophisticated techniques than my paper, but found the same outcome—
that residential investment led GDP.  Leamer famously announced that housing was the business 
cycle.  But in light of the Great Financial Crisis, the subsequent crash in residential investment, 
and the fundamental changes in the mortgage market, I thought it worth revisiting housing as a 
leading indicator.  I have found that it is a much weaker leading indicator than before, and that it 
is much less sensitive to Federal Reserve Policy—especially changes in the Federal Funds 
Rate—than before.  It is possible that the increasing stringency of local land use policy had 
interfered with the ability of the Federal Reserve to use housing as an instrument on monetary 
policy.  
 

I. Introduction 
 

Twenty-three years ago, as of this writing, I published a paper in Real Estate Economics 

(Green 1998) on residential investment's remarkable track record for predicting subsequent GDP.  

The paper used a straightforward time-series technique—Granger causality—across a variety of 

specifications and found that while detrended residential investment Granger caused detrended 

GDP, non-residential investment did not.  Moreover, residential investment was, at that time, 

orthogonal with respect to GDP—that is, adding GDP to a vector autoregression explaining 

residential investment did not improve the ability to forecast residential investment.   

The fact that Granger causation went in one direction—from housing to GDP—was 

important to identify the forecasting parameters from housing to GDP.  The paper made no 

claims about causation, but it did argue that following residential investment was useful for those 

making economic forecasts. This was followed by papers by Coulson and Kim (2003), Davis and 

Heathcote 0005), and Leamer (2007); the last of these was titled "Housing is the business cycle." 

The papers, all using different methods from mine, confirmed what I found—that residential 

investment led the broader economy, without being led by it.   
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Enough time and enough events have passed that it is worth revisiting whether the empirical 

regularities found in the research cited above remain.  In particular, the economy has since 

2007—the end of a housing boom—seen a housing bust, a housing price, but not investment, 

recovery, and, of course, a pandemic.  In light of these shocks, it would be reasonable to ask 

whether the relationship between housing investment and economic activity remains. 

As such, this paper will take the techniques used in Green and Coulson and Kim to update 

the results.  It finds that housing continues to lead the business cycle, but that the business cycle, 

to a limited extent, leads housing.  Coulson and Kim recommend a decomposition of GDP to 

determine the mechanisms through which housing influences and is influenced by the housing 

market, and this paper will consequently update their results. 

 

The paper is organized as follows.  It begins with a brief review of the techniques used in the 

papers listed above and their findings.  It then presents descriptive evidence of how housing has 

changed relative to the business cycle beginning with and subsequent to the great financial 

crises.  It then presents pretests of the data we use to update the findings of past papers.  It then 

runs a series of bivariate and multivariate tests examining how housing leads and is led by the 

business cycle and individual components of that cycle.  The chapter finishes with some 

forecasts and implications. 

 
II. Literature Review 

 
A number of papers over the past 20 years have looked at the relationship between housing 

and the business cycle.  One interesting takeaway is that in the US, housing investment is an 

unusually strong leading indicator (Leung 2003).  For this chapter, I will focus on three papers 

listed in the introduction, as they are the foundation for updating past findings. 

Green (1998) uses simple Granger Causality tests using a variety of specifications.  The 

purpose of a Granger test is to take a stationary time series and find whether the lagged values of 

one variable may improve the ability to forecast another variable, taking into account the lagged 

value of that other variable.  In other words, one begins by estimating the equation: 

 

𝑦! = 	𝛼 +&𝛽!"#𝑦!"# +
$

#%&
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Where y is the variable to be forecast, and x is the variable contributing to the forecast, 

and e is an error term.   The next step is an F-test of whether the𝛾!"# coefficients are jointly 

different from zero at customary levels of significance (Granger 1980).  If they are jointly 

different from zero, we say that x Granger Causes y. 

Green (1998) used residential and non-residential investment as x variables in separate 

regressions and found that residential investment Granger Caused GDP, while non-residential 

investment did not.  At the same time, when the regressions were reversed, GDP Granger caused 

non-residential investment but did not Granger Cause residential investment, suggesting that 

changes in residential investment were a function of exogenous shocks rather than embeddedness 

in the broader economy. 

 

These results were consistent through a variety of specifications, including models with 

different lag lengths.    The results were also subject to the Brown, Durban and Evans (1975) 

CUSUM test for coefficient stability.   The paper found that there was a structural break in the 

coefficients in the year 1980, but that running separate, stable regressions before and after that 

break had no impact on the qualitative results: in both periods, residential investment Granger 

Caused GDP, non-residential investment did not, and GDP Granger caused non-residential 

investment, while it did not Grange Cause residential investment.  We shall revisit those results 

with the benefit of an added 28 years of data. 

Coulson and Kim (2000) went a step further by investigating the effect of residential 

investment on various components of GDP: consumption, non-residential investment, and 

government spending.  They then used a technique that allowed them to uncover the channels 

through which non-residential investment operated.  In the end, they determined that residential 

investment had an impact on consumption, and that it did indeed influence GDP. 

Leamer (2007) summed up his views on how housing revealed itself to be a leading 

indicator: 

Of the components of GDP, residential investment offers by far the best early warning sign 
of an oncoming recession. Since World War II, we have had eight recessions preceded by 
substantial problems in housing and consumer durables. Housing did not give an early 
warning of the Department of Defense Downturn after the Korean Armistice in 1953 or the 
Internet Comeuppance in 2001, nor should it have. By virtue of its prominence in our 
recessions, it makes sense for housing to play a prominent role in the conduct of monetary 
policy. A modified Taylor Rule would depend on a long-term measure of inflation having 
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little to do with the phase in the cycle, and, in place of Taylor's output gap, housing starts and 
the change in housing starts, which together form the best forward-looking indicator of the 
cycle of which I am aware. This would create pre-emptive anti-inflation policy in the middle 
of the expansions when housing is not so sensitive to interest rates, making it less likely that 
anti-inflation policies would be needed near the ends of expansions when housing is very 
interest rate sensitive, thus making our recessions less frequent and/or less severe. 

 
Leamer (2007) is thus arguing that housing is an important tool for the transmission of 

monetary policy.   

Leamer's (2007) regressions were similar to Coulson and Kim's (2000), except that he did not 

use time-series techniques (i.e., he did not use first differences to eliminate non-stationarity). 

Nevertheless, his result was similar to those papers that proceeded his—residential investment 

with a one-quarter lag was the most reliable predictor of the business cycle. The t-statistic on 

lagged residential investment was far larger than that of any other explanatory variable for 

predicting GDP.  Davis and Heathcote (2005) and Leung (2003) also found housing to be a 

leading indicator. 

If we look at what has happened since 2007, however, we see a mixed bag.  On the one hand, 

housing absolutely led the economy into a recession that year—residential investment declined 

by an extraordinary 57 percent between the first quarter of 2006 and the second quarter of 2009, 

and the contraction that followed that collapse was, by any measure, the worst since the great 

recession.  But then, in the following years, while housing recovered, it did so slowly, and has 

not recovered its share of GDP, which in the first quarter of 2021 is 9.1 percent lower than it was 

in the fourth quarter of 2006.  The fact that residential investment never recovered, while the 

broader economy arguably reached full employment before the advent of COVID, suggests that 

perhaps the link between residential investment and the business cycle has broken.  This chapter 

investigates that possibility. 

 
 

III. Descriptive data. 
 

We begin with a depiction of United States Gross Domestic Product and Gross Fixed 

Residential Investment relative to the 1946 beginning of the National Income and Products 

Account series of the US Commerce Department [Figure 1].  The figure is quite striking in at 

least three dimensions: (1) it is clear that housing investment is more volatile than the broader 

economy; (2) up until the Great Financial Crisis, housing investment has a very similar long-
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term trend to GDP and; (3) from 2007 on, housing investment dropped relative to GDP, and has 

remained relatively depressed since.   
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Figure 1 
Residential Investment and GDP relative to 1947. 

 
 

The recovery from the GFC is often characterized as slow: GDP growth in the aftermath 

of the recession that ended in 2009 was slow relative to growth following previous recessions, 

although it is worth noting that the expansion of the 2010s was notable for its length and for its 

ultimate ability to drive unemployment down to sub-four percent levels before the COVID 

induced recession.  That said, the labor force participation rate in the US never recovered to its 

pre-GFC levels. 

One wonders if the slowness of the recovery can be traced to the sluggishness of housing 

investment.  It is also worth noting that the lack of investment in housing comes in the face of 

two forces that should have encouraged it: rising house prices and low real interest rates. 

Figure 2 depicts the real Federal Housing Finance Authority Repeat Sales index, 

deflected by the GDP deflator, and real gross fixed residential investment from 1975 (the first 

year of the FHFA series) forward.  Note that while in 2020, real house prices had returned to 

their near highpoint of 2006, residential investment relative to GDP remained 9.1 percent below 

its long-term average—an average that had been pulled down since 2008 (Figure 1).   
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Figure 2 
Real House Prices and Residential Investment (1975-2020) 

 
 

At the same time, as measured by the Ten-Year Treasury Inflation-Protected Rate, real interest 

rates were negative in 2020, yet, again, housing investment was below trend (Figure 3).  

Indeed, the correlation between TIPS and residential investment from 2002-2020 was 

0.41.  This is perhaps not entirely surprising, as high interest rates are associated with strong 

economic performance.  But suppose we lag TIP rates by two quarters relative to residential 

investment. In that case, we still get a positive correlation of 0.31, meaning that there is no direct 

evidence that rising interest rates cool off housing investment, nor that falling interest rates 

stimulate it.  As it turns out, however, the TIP rate is surprisingly not a stationary series, meaning 

that an appropriate model specification requires differencing TIPS in a vector autoregressive 

model.   We will later show the results of this specification. 
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Figure 3 
Real Interest Rates and Residential Investment 

 
 

 

This paper is not about why the expected relationships between prices and investment or 

real estate rates and investment seem to have broken down—although there is a substantial 

literature on how availability (as opposed to the cost) of credit affected homebuilding, as well as 

literature on how land use regulation has prevented homebuilding.  But it is striking how housing 

investment has remained at a very low level by historical standards for more than a decade. 

Given past results, it is possible that the sluggish performance of residential investment kept 

the economy from reaching its potential output until just before the COVID-induced recession.  

But it is also possible that a once stable relationship between housing investment and GDP has 

ceased to be stable.  The remainder of this paper will test whether the coefficients reported in 
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Green (1998), Coulson and Kim (2000), and Leamer (2007) have remained undisturbed or 

whether they have changed. 

 

IV. Pretesting data 

 

Hamilton's (1994) classic text discusses the treatment of time series data necessary to make 

sure that regression results rooted in such data are not spurious.  It involves testing for 

stationarity of each individual data series and the cointegration of the various dependent 

variables.  If the data series are individually not stationary, and the dependent variables are not 

cointegrated, the times series regressions must be in first differences not to be spurious. 

Following Coulson and Kim (2000), we are going to investigate the relationships among 

GDP, residential investment, non-residential investment, consumption, and government 

spending.  Table 1 presents the Dickey-Fuller tests for unit root for each of these five series.  In 

all four cases, the series exhibit unit-root, indicating non-stationarity.     

 

Table 1 

Dickey-Fuller tests for unit-root with no lags 

Variable Test Statistic 5% Critical Value 

GDP -2.72 -2.88 

Residential Investment -2.07 -2.88 

Non-residential Investment -0.49 -2.88 

Consumption -2.23 -2.88 

Government Spending -5.01 -2.88 

N=292.  All variables are in natural logs. 

We then turn to tests of cointegration.  Table 2 presents Engle-Granger tests of 

cointegration and finds that residential investment and GDP are not cointegrated, but it is not 

possible to reject the null hypothesis that non-residential investment, consumption, and 

government spending are not cointegrated with GDP.  Nevertheless, the focus of this chapter is 

on residential investment, and so it will not contain estimates of error correction models. 
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Table 2 

Tests of Cointegration Between GDP and  

Variable Test Statistic 5% Critical Value 

Residential Investment -1.85 -2.88 

Non-residential Investment -3.22 -2.88 

Consumption -3.65 -2.88 

Government Spending -3.20 -2.88 

N=292.  All variables are in natural logs. 

We, therefore, will do all our specifications in the first differences in natural logs of each 

series—we use natural logs so that we may interpret the first differences as growth rates. 

 

V. Simple Granger Tests 

We begin by updating the results from Green (1998), which tests for Granger causality 

among GDP, residential investment, and non-residential investment. Table 3 column 1 presents 

Wald Chi-square tests for rejecting the null of Granger Causality in a bivariate setting using two 

lags (we tried other lags as well, and the results were the same).  The period for this column is 

the entire post-World War II period for the United States.  Because the series themselves have 

unit roots, we estimate the model in natural log differences.   

As in the earlier paper, residential investment Granger Causes GDP, and non-residential does 

not.  GDP also continues to Granger Cause non-residential investment, but the reverse is not true.   

We test for the stability of these results using the Brown, Durban, and Evans (1975) CUSUM 

test. This is a recursive regression test that may identify breaks in time series regimes. The idea 

of a CUSUM test is that in the event that the coefficients in a time series are stable, the sum of 

residuals as one moves forward through time should have an expected value of zero. 

To test this proposition, Brown, Durban, and Evans (1975) show that the estimate 

 

𝑊' =
1
𝜎.&𝑤(

'
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Table 3 

Simple Granger Tests of Residential Investment, Nonresidential Investment, and GDP 

 

 (1) (2) (3) 
 Dgdp 

 
Dres 

 
Dnonres 

 
Dgdp  4.17 2.62 
    
    
Dres 30.7***  23.4*** 
    
    
Dnonres 1.13 9.49***  
    
    
N 292 292 292 
    
    
    
    
    
    
p-values in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
where 𝑤' =

+!",!"-!#$

.(&*,!"(0!#$" 0!#$)#$,!)%
 , 𝑌'is a time series of a dependent variable running from time 

1 through r, 𝑋'is a time series of a matrix of explanatory dependent variables running from time 

1 through r, and𝐵' is a vector of estimated coefficients derived from the regression running from 

time t through r, is distributed Chi-squared.  The null hypothesis of coefficient stability implies 

that the sum of the recursive residuals stays within 95 percent confidence bands, which widen as 

the time series lengthens. 

Surprisingly, The CUSUM test does not reveal a structural break (Figure 4).  Ploberger 

and Kramer (1992) note that the CUSUM recursive residual test often fails to pick up structural 

breaks toward the end of a time series and recommend the use of OLS residuals, which should 

have an expected value of zero throughout the time series period.  But when we run CUSUM 
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tests based on OLS residuals, we still fail to find a structural break, even using 90 percent 

confidence bands. 

Yet Figure 1 reveals something very strange that happened at the time of the Great 

Financial Crisis—housing's share of GDP dropped dramatically and never since recovered.  We 

thus turn to another test of structural stability—the Chow Test.  This test has us break a 

combined regression into two pieces, and test whether the coefficients remain stable from one 

piece to the next.  The Chow Test statistic is  
𝑆𝑆𝑅2 − 𝑆𝑆𝑅& − 𝑆𝑆𝑅3

𝑘
𝑆𝑆𝑅& + 𝑆𝑆𝑅3
𝑁 − 2𝑘

 

We thus run regressions on two sets of truncated data. Given the lack of guidance from 

the CUSUM test, we must choose a year to determine whether there was a structural break.  We 

look at two potential years: 2002 and 2008.  In the year 2002, mortgage lending changed 

dramatically, with the private label market and exotic mortgages swelling (Green and Wachter 

2007).  And 2008 was the most dramatic year of the Great Financial Crisis. 
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Figure 4 

Coefficient Stability Test of Granger Equation on Residential Investment "Causing" GDP 

 
Below are the results of simple VARs for the total sample period (1947-2020), the first 56 years 

of that period (1947-2002), and the 18 years since.    
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Table 4 

Chow Test of Granger Test between Residential Investment and GDP 

 

 (1) (2) (3) 
 Dgdp 

 
Dgdp 

 
Dgdp 

 
Dgdp-1 -0.0822 0.0800 -0.220 
 (0.239) (0.262) (0.208) 
    
Dgdp-2 0.0750 0.113 -0.258 
 (0.362) (0.104) (0.481) 
    
Dres-1 0.0562*** 0.0760*** -0.0466 
 (0.001) (0.000) (0.426) 
    
Dres-2 0.0461** 0.0182 0.109 
 (0.009) (0.247) (0.071) 
    
_cons 0.00705*** 0.00624*** 0.00644** 
 (0.000) (0.000) (0.007) 
N 292 217 75 
rss 0.0346 0.0161 0.0148 
p-values in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 

Unlike the CUSUM test, the Chow test reveals a structural break must happen at some 

point.  The test statistic here is(.5678".5&8&".5&79)/7
(.5&8&*.5&79)

 = 8.5.  The test statistic is distributed F(4,284) 

and has p < .00001.  Testing at 2008 also reveals a structural break, but we use a breakpoint of 

2002 for further analysis so as to have more observations to test the impact of residential 

investment on GDP in more recent years. 

When we limit the data to 2002 forward, we find very different results—there is no 

evidence that residential investment Granger Causes GDP.  There is more to this finding than the 

power of the test—we may use the vector autoregressions that were the foundation of the 

Granger Cause tests to plot impulse response functions.  Figure 5 is an impulse response function 

(IRF) based on estimates from the full sample period, and Figure 6 is an IRF based on estimates 

from 2002 forward.   
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Figure 5 

Impulse Response Functions based on regressions from 1947-2020 (top) and 2002-2020(bottom) 

 

 
The contrast between the two is striking.  It is clear that a one standard deviation shock in 

residential investment growth has a meaningful impact on GDO growth—about 30 basis points 

after two quarters.  Given that average GDP growth is about 70 basis points a quarter, this is 



 16 

material.  Note, also, that zero is well outside the confidence interval of the effect of residential 

investment on GDP. 

Turning to the IRF based on the past 18 years, though, gives us a different picture.  It is not 

only the case that zero is well within the confidence band (which might simply indicate the 

weaker power of an estimate based on 18 years of data, the predicted impact of residential 

investment on GDP turns negative.   

 
VI. Granger Tests on components of GDP 

 
We now turn to how residential investment influences or is influenced by the three largest 

non-investment components of GDP: consumption, government spending, and non-residential 

investment.   

It is clear the channel through which residential investment moved GDP—it was through 

consumption, and through itself in later years (very likely reflecting the long-held view that new 

construction leads to demand for consumer durables).   

Table 5 

Granger tests of housing on various components of GDP 

 
 (1) (2) (3) (4) 
 D consumption D government 

spending 
D residential 
investment  

Dnon-residential 
investment 

 -0.124 -0.0266 0.306 0.0919 
Dc-1 (-1.61) (-0.35) (1.37) (0.78) 
     
Dc-2 0.183* 0.00310 0.364 0.213 
 (2.41) (0.04) (1.65) (1.84) 
     
Drinv-1 0.0430 -0.0360 0.405*** 0.0876* 
 (1.89) (-1.62) (6.15) (2.53) 
     
Drinv-2 0.0621** 0.0344 0.111 0.0478 
 (2.80) (1.59) (1.73) (1.41) 
     
Dnrinv-1 -0.0695 0.0613 -0.508*** 0.262*** 
 (-1.58) (1.43) (-3.98) (3.91) 
     
Dnrinv-2 -0.0577 -0.00902 -0.344** 0.0346 
 (-1.34) (-0.21) (-2.75) (0.53) 
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Dg-1 0.0534 0.474*** -0.244 -0.122 
 (0.88) (8.04) (-1.39) (-1.32) 
     
Dg-2 -0.0795 0.167** 0.0286 0.0494 
 (-1.30) (2.82) (0.16) (0.53) 
     
_cons 0.00869*** 0.00190 0.00734* 0.00467* 
 (7.35) (1.65) (2.14) (2.59) 
N 292 292 292 292 
t statistics in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 
As before, we now limit ourselves to observations beginning with the first quarter of 2002.  And 

again, the results change. 

 
Table 6 

Granger tests of housing on various components of GDP 

 
 (1) (2) (3) (4) 
 D consumption D government 

spending 
D residential 
investment  

D nonresidential 
investment 

Dc-1 0.191 0.0630 0.985 0.675* 
 (0.79) (0.65) (1.49) (2.01) 
Dc-2     
 0.493 -0.146 1.366 0.749* 
 (1.87) (-1.39) (1.91) (2.06) 
Drinv-1     
 -0.145* -0.00107 -0.0133 -0.248** 
 (-2.40) (-0.04) (-0.08) (-2.96) 
Drinv-2     
 0.165** -0.0158 0.409* 0.102 
 (2.75) (-0.66) (2.50) (1.22) 
Dnrinv-1     
 -0.225 -0.00275 -0.733 0.365 
 (-1.63) (-0.05) (-1.95) (1.91) 
Dnrinv-2     
 -0.120 0.0699 -0.483 -0.356 
 (-0.90) (1.31) (-1.33) (-1.93) 
Dg-1     
 0.0433 0.260 -1.166 -0.513 
 (0.12) (1.86) (-1.22) (-1.05) 
Dg-2     
 -0.645 0.474** -2.040* -1.161* 
 (-1.84) (3.40) (-2.14) (-2.40) 
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_cons     
 0.00663* 0.000196 -0.00130 0.00176 
 (2.59) (0.19) (-0.19) (0.50) 
N 75 75 75 75 
t statistics in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 

Note how the strong relationship between residential investment and consumption becomes 

attenuated—the sum of the coefficients of the impact of residential investment on consumption 

drops from 0.105 to 0.02.  The impact of residential investment on non-residential investment 

turns from positive to negative.     

 

VII.  Has housing ceased to be an instrument of monetary policy? 

 

We return to Leamer's (2007) discussion of how housing should be an element of the Taylor 

Rule.  Housing investment is easy to measure, and once foretold recessions and recoveries.  

Under such circumstances, one could imagine a monetary policy rule where interest rates 

adjusted in response to changes in residential investment. 

Yet, we have already seen that the business cycle is not as sensitive (if it is still sensitive at 

all) to residential investment.  This finding undermines the efficacy of housing as an instrument 

of monetary policy.  And under the circumstances, it is worth asking whether the Federal 

Reserve even still has an influence on residential investment. 

We turn to three measures of interest rates and examine their effects on residential 

investment: the Ten-year Treasury Rate, the Ten Year Treasury Inflation-Protected (TIP) rate, 

and the Federal Funds rate.  We do Granger tests using the full set of data from all three series 

and then using data from January 2003 on for the Ten-year and Federal Funds rates so that their 

data length matches those of TIPs, which have only been available since that date.  The 

regressions are in first differences so that the time series are stationary. 

We find that long-term interest rates, whether protected for inflation or not, predict 

residential investment, whether we are looking at long time series or the truncated series (Table 

7).  This is also true of Freddie Mac 30-year fixed rate mortgage rates. But the Federal Funds 

Rate has ceased to be a predictor of residential investment activity.  Note that the sum of 

coefficients of the effect of the Federal Funds Rate on residential investment was -0.027 for the 

entire post-1947 period but was only -0.002 for the Post-2003 period.  While the Ten-year 
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treasury continued to have an impact on housing, it has operated with a longer lag in the post-

2003 period than over the entire post-1947 period.   

The Federal Reserve's policy of Quantitative Easing (QE) included the purchase of long-

Treasury bonds.  Because the Federal Reserve acted directly on long-term interest rates, it is 

possible that short-term interest rates ceased to have an impact on housing. Housing's durability 

implies long duration, and so its activity should be more influence by long-term rates.  Moreover, 

mortgage rates are generally correlated with 10-year Treasury rates (the correlation is .99 over 

the longer term, although it is slightly lower, at .98, over the post-2013 period). And indeed, 

when we look at the impact of mortgage rates themselves on residential investment, they are 

slightly stronger than the impact of the 10-year Treasury notes.  Krishnamurthy and Vissing-

Jorgensen (2011) found that QE had a strong impact on both 10-year notes and Agency 

Mortgage-Backed Securities rates, and so we have some evidence that the channel through which 

the Federal Reserve stimulated housing shifted from the traditional Federal Funds rate to longer-

term securities.  Nevertheless, while monetary policy once had a nearly immediate impact on 

residential investment, in recent periods, it operates with a lag. 
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Table 7 

The Impact of Interest Rates on Residential Investment 

 (1) (2) (3) (4) (5) (6) (7) 
 D.lrinv 

54-20 
D.lrinv 
03-20 

D.lrinv 
47-20 

D.lrinv 
03-20 

D.lrinv 
03-20 

D.lrinv 
03-20 

D.lrinv 
71-20 

Dlrinv-1 0.324*** 0.0538 0.349*** 0.084 0.138 0.038 0.226** 
 (4.82) (0.46) (5.61) (0.67) (0.99) (0.33) (3.09) 
        
Dlrinv-2 0.191** 0.595*** 0.253*** 0.631*** 0.502*** 0.696*** 0.248*** 
 (2.98) (4.91) (4.09) (4.90) (3.51) (5.69) (3.66) 
        
DTENYR-1 -0.029***   0.013    
 (-5.45)   (0.96)    
        
DTENYR-2 -0.022***   -0.051***    
 (-3.76)   (-3.83)    
        
DTIPS-1  -0.025      
  (-1.75)      
        
DTIPS-2  -0.057***      
  (-3.96)      
        
DFedFunds
-1 

  -0.017*** 
(-6.29) 

 -0.013 
(-0.75) 

 

        
DFedFunds
-2 

  -0.010*** 
(-3.39) 

 0.010 
(0.59) 

  

      
Dmortgage
rates-1 

     -0.006 
(-0.41) 

-0.038*** 
(-6.96) 

        
Dmortgage
rates-2 

     -0.074*** 
(-4.96) 

-0.018** 
(-2.95) 

      
        
_cons 0.00159 -0.00411 0.00157 -0.00259 -0.00150 -0.00401 0.000302 
 (0.66) (-1.01) (0.70) (-0.62) (-0.33) (-1.02) (0.12) 
N 232 68 262 68 68 68 195 
t statistics in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
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VIII. Why does housing matter less? 

A long literature has developed arguing that land use regulation has long had an impact on 

the production of housing and that regulation has gotten tighter over the years (See Gyourko, 

Saiz and Summers 2008, Davidoff 2008).  Morrow (2013) gives a rather spectacular example of 

this: the city of Los Angeles, through a series of downzonings, has reduced its zoning capacity 

from 10 million to slightly more than 4 million people.  In city after city, building permits per 

capita have been falling over time. California's 2020 population loss—the first since it became a 

state in 1850—was partially the result of the fact that it is not building much housing—barely 

enough to make up for losses arising from the demolition of old houses.  From 2018 to 2019, 

California only added 10,000 net housing units on a base of 14 million. 

The frictions in housing construction are also reflected in the findings here about how interest 

rates influence residential investment.  Rates have become less influential and take more time to 

exert any influence at all on residential investment.  As permitting processes have become more 

arduous and more stretched out, the ability of monetary policy to influence the business cycle 

through housing has become attenuated.   

At the same time, as the regulatory environment has become more stringent, housing has to 

some extent become a latent variable. Heckman's series of papers on latent variables may well 

apply to housing—regulation censors housing much more than it used to, meaning that it may 

appear to have a smaller influence on GDP than it might if it were permitted to respond more 

quickly and sensitively to countercyclical policy. 

Consider a world where housing limits are so severe that the maximum construction 

permitted is less than would be constructed at a place in the business cycle where housing 

demand is at its lowest.  The California experience is not far removed from that—note again that 

it is currently not expanding its housing stock in a period of very low interest rates and very high 

prices.  Under these circumstances, it is impossible to identify the effect of housing on the 

business cycle because we cannot observe normal fluctuations in the housing market. 

Hsieh and Moretti (2019) have shown that zoning as practiced in the US undermines the 

long-run competitive position of the US economy by creating artificial shortages of housing in 

places people wish to live.  The severing of housing from the business cycle over the past 18 

years or so suggests that zoning may also have neutered the ability of the Federal Reserve to do 
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countercyclical monetary policy.   
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